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       FAULTS AND ALARMS REPORT IN ATLAS CONTROL ROOM

                                                   (G. Benincasa)

Introduction

The principal goal of the safety at Atlas is the safety of the physical persons.

However, a second and essential goal is the safety of equipment and the preservation of the capital investment.

For this second goal, of high interest is the implementation of a powerful and efficient Alarm and Fault report system which will clearly and quickly report to the ATLAS Control Room the necessary information on the faults occurred and eventually the safety actions that must be urgently initiated.

Alarms and Fault report system are principally the domain of the DCS  ("how to transmit the information") and of the Safety ("what information to transmit").

The DCS will then provide all the necessary hardware/software infrastructure and the safety is more concerned with the creation of the essential fault information and with the presentation in Control Rooms.

 A first proposition for a uniform Fault Report System has been presented and is also reported below( ATC-TY-EN-0001 , in the Atlas Safety Web site).

 In that document the proposed Alarm layers are discussed together with a hierarchical and uniform presentation of the Alarms and Fault report in the Control Rooms.

The following activities should then be carried out:

· identification of all potential sources of alarms( a first overview based on TDR's gives more than 150000 channels... see below)

· hierarchization of the various categories of faults in Alarm levels following their gravity 

· definition of appropriate and unambiguous messages for every kind of fault

· uniform and efficient presentation of the information in the Control Rooms

FIRST ESTIMATE OF THE NUMBER AND TYPE OF PARAMETRS TO BE        

             CONNECTED TO THE ATLAS ALARM SYSTEM

The future ATLAS Alarm System is not yet defined. 

However it is evident that the first task is the identification of the possible Alarm sources in the various Atlas Sub-detectors. This is not a simple task , given the number and variety of the Atlas systems. 

 The following estimate is based on information extracted from the various Sub-Detectors TDR's: it is certainly incomplete and needs an up-date to be carried out with the various specialists concerned. Moreover the Tables below often report on devices which will certainly provide more than one parameter each: e.g. a power supply usually provides at least three parameters ( status, voltage and current).The total number of parameter could then result higher.  
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A)  INNER DETECTOR

                  A1) Pixel detector( 2500 modules) (L. Rossi)

· 2500 "multivoltage" power supplies

· 2500 interlock connections to the cooling system

· 2000(?) power supplies for data transmission)

· 100 PCE ( Parallel Cooling Elements) ; for every PCE

                                      - 6 temperature sensors

                                      - 4 differential pressure meas.

                                      - 2 open/close control bits

                                      - 2 valve status bits

                    A2)  SCT(4088 modules) (R. Brenner)

· 4000 temperature monitoring

· 4088 power supplies

· humidity ???? radiation???

                    A3)  TRT           (Zbyszek  Hajduk)

· 2688 temperature measurements

· 7766  High Voltage inputs

· 1344 Low Voltage power supplies

· Gas ???? Cooling???

B) LIQUID ARGON ( Barrel + 2 End Caps) (L. Poggioli)

· 56 position sensors

· 160 stress sensors

· 504 calorimeter temperature

· 96 cryostat temperature

· 25 purity measurements

C) TILE CALORIMETER            (G. Montarou)

                                 NO DATA FOUND (15000 channels???)
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D) SOLENOID        (H. Tyrvainen)

· 20 voltage taps

· 3 heaters 

· 54 temperature sensors Pt-Co (300K-4.2 K)

· 29 temperature sensors CGR ( @ 4.2 K)

· 72 strain gauges

· 16 position sensors( r, phi)

· 8 position sensors (z)

· 7 pressure sensors

· 5 flow sensors

E) BARREL TOROID   (H. Tyrvainen)

· 75 temperature measurements Pt-Co

· 56 temperature measurements Pt

· 10 level measurements

· 14 pressure measurements

· 33 heater status

· 9 logical valve status

· 21 analog valve status

· 2 flow measurements

· 4 pump status

· 49 security info

· 32 strain measurements

F) END CAP TOROIDS (2 ECT)   (H. Tyrvainen)
· 93 temperature measurements

· 24 strain gauges

· 24 voltage measurements

· 1 current measurement

· 35 measurements in cryogenic system

· 20 magnetic field measurements

· 12 position indiucators

F) MDT MUON CHAMBERS    ( F. Linde?)

· 10 pressure measurements

·  297 gas flow measurements

· 1 gas analysis

· 7300 HV out measurements

· 7300 HV current measurements
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· 185 LV measurements

· 185 LV current measurements

· 181 calibration signals

· 2750 RASNIK align. Measurements

· 1500 MPA-ALMY align. Measurements

· 2188 proximity sensors

· 2188 Hall probes

· 64 humidity measurements

· 61392 temperature measurements

· 1094 cooling measurements

G) CSC  MUON CHAMBERS            (V. Polychronakos)

· 64 pressure measurements

· 64 gas flow measurements

· 4 Oxygen measurements

· 2 gas analysis

· 64 HV input measurements

· 64 HV out measurements

· 64 HV current measurements

· 64 LV measurements

· 64 LV current measurements

· 64 calibration signals

· 128 proximity sensors

· 64 Hall probes

· 16 radiation measurements

· 128 temperature measurements

· 64 cooling measurements

H) RPC  MUON CHAMBERS   (S. Veneziano)
· 2048 pressure measurements

· 2 Oxygen measurements

· 4 gas analysis

· 400 HV out. Measurements

· 400 HV current measurements

· 530 LV measurements

· 530 LV current measurements

· 400 calibration signals

· 800 proximity sensors

· 130 temperature measurements

· 400 cooling system measurements
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H) TGC  MUON  CHAMBERS      (Shlomit   Tarem)

· 480 pressure measurements

· 344 gas flow measurements

· 1 Oxygen measurement

· 16 gas analysis

· 532 HV out measurements

· 4256 HV current measurements

· 1312 LV mesurements

· 720 LV current measurements

· 240 calibration signals

· 3456 proximity sensors

· 4256 temperature measurements

· 9472 cooling system measurements

                                          OTHER  SYSTEMS

-    Lasers                                     Jo Pater

· Racks-Cables-Services          P. Ninin

· Gas                                         F. Hahn

· Vacuum                                  A. Gonidec

· Cooling

· High Voltages

 EQUIPMENT FAULT REPORTING AND SAFETY

ABSTRACT

In a large LHC detector, there are thousands of pieces of equipment which can produce fault messages for the Control Room displays. These messages can be very different from each other in function both of the generating equipment and of the gravity of the fault.

If an appropriate uniform, hierarchical and filtered mechanism is not introduced, the operator risks to be flooded by the messages, with the risk of loosing the essential information and of retarding the intervention.

In this proposition, the fault sources are classified in categories and, inside each category various levels of gravity are defined.

A simple, filtered message report mechanism is also introduced: no information is lost, but only the essential and most urgent messages are immediately displayed.
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  FOREWORD

The INB ( Installation Nucleaires de Base)  and TIS (IS 37) give a definition of the Alarm Levels ( Level 3, Level 2 and Level 1) which is valid for all the installations at CERN.

While for the Level 3 Alarms the meaning (life of persons in danger) and the recipients (the Fire Brigade) are clear and without ambiguity , a certain confusion exists for the two other Levels.

In fact, Level 2 and Level 1 alarms are generated by faults in two different kinds of equipment:

· the Technical Services, such as the water system, the ventilation, the electricity, the cranes, the access system, the elevators, the hardware of the safety systems etc…

· the detector Systems. 

No ambiguity exists at the TCR (Technical Control Room) where only the first kind of messages will be received; however at the ATLAS MCR (Main Control Room, the detector heart) both kinds of messages will be received and  a  unambiguous labelling system is necessary.

The most simple proposition is of having every fault message started with:

· SERVICES(TCR) {…text of the fault message…} for the Technical Services messages

· SUBDET(XX) {…text of fault message…}  for the Detector Systems messages.

The proposition of this paper concerns only the second type of faults considered, i.e. faults generated by the Detector systems and equipment.

INTRODUCTION

In a large LHC detector various sub detectors exists, each one composed of a great number, sometimes thousands, of pieces of equipment.

The various equipment can be very different from each other both for their function and their complexity: extreme examples are a simple DC power supply and a sophisticated gas analyser device or a laser beam alignment system.

 Despite the extreme care a designer will put in providing reliable equipment, sooner or later a fault will arrive.

The consequences of a equipment fault on the Detector behaviour can greatly vary, depending firstly on the specific function of the faulty equipment and secondly on the gravity of the fault itself. Also in this case, extreme examples could be a simple malfunctionning in a temperature measurement system, that could be quickly repaired, and an important fault in the magnet quench protection system that could produce a disaster with a stop of the experiment for one year or more.

This is the reason why faults, fault reporting, fault diagnostic and fault "prediction" are also a big concern for safety.

The safety at the Detector is primarily intended as safety of the persons working around the experiment; however a second major role is that of safety of the equipment and of the capital investment.

The achievement of satisfactory MTBF ( Mean Time Between Failures) figures is principally the concern of the equipment designer.

For this aspect we largely rely on him, but also on the various technical reviews, PRR's ( Product Readiness Review) and the strict respect of the Quality Assurance Plan (QAP). In all these activities, the safety is already deeply involved.

However, there are two other activities in which improvements are possible:

- the minimization of the MTTR ( Mean Time To Repair), intended as the time elapsed from the moment a fault is detected and the moment it is fixed

- the introduction of an EFD ( Early Fault  Detection and Prediction) system, intended as all those procedures permitting to prevent a fault ( especially a catastrophic fault) from arriving.

The presented proposition is especially aimed at the improvement of these two aspects.  

1) Basic principles of a uniform fault report system

As already mentioned, a LHC Experiment is composed of a large number of systems, each one often producing a very important stream of information during operation.

In our context, we consider only that information concerning the status of every system (such as the voltage applied to a PM or the ON/OFF situation of a power supply): we do not consider at all the Data Acquisition output.

We define an Equipment Acquisition Channel (EAC) as an ideal information pipe providing a single acquired value (or an array of values) concerning the results of a measurement on a specific device, e.g. the HV value applied to a single PM.

At every EAC, there is, in general, associated a peer Status Information Channel (SIC)  providing information on the status of the concerned device  ( ON, OFF, Ready, Fault etc...).

All this information will be conveyed by the general DCS (Detector Control System) to the Control Room, where it will be displayed.

The characteristics of the specific control equipment and of the DCS are not the concern of this paper and will be described in other papers.

What we want to stress here is that the computer's features and architectures will be responsible of "how" the EAC and SIC information will be conveyed and displayed: here we are interested only on "what" to convey and to display and where the information comes from.

From this point of view, we can say that our proposition is largely independent from any computer architecture  (both hardware and software). 

The quantity of information to bring to the Control Rooms is very large: from information contained in the various TDR's, it results that the number of acquisition channels will likely go beyond the 100000 !

It is evident that, in case of a fault or multiple faults, the interpretation of the corresponding flux of information can lead the operator into serious problems.

In fact, if a serious and appropriate uniform, standardized and hierarchical fault report system has not been implemented, the following situation is very likely:

i) the display screens will be flooded with a enormous quantity of information where the essential gravity of the faults is hidden and the inter-relationships between faults having the same source is totally unclear (consequential fault analysis).

ii) the great variety of devices and the different personalities of the designer will produce a blooming of cryptic fault messages, which meaning is only understandable by their originator.

 The consequences are:

- delays in interpretation will produce delays in intervention , so considerably increasing the MTTR

- precious time can be lost in analysing these faults where an immediate action is required to prevent more catastrophic consequences.

We propose a fault report system that will greatly improve this situation.

It is based on the implementation of two separate structures:

- a uniform , standardised and hierarchical fault report structure

- a history of the faults for every concerned device

A) The fault report structure will contain a two parts information:
       1) The first part contains general information on the type of the fault.

A certain number of types will be defined, each one referring to a specific category of faults, organised in increasing order of importance.

Because of their nature these definitions will be the same for all the Detector devices and totally independent from the peculiarities of a single device.

       2) The second part contains more precise information specific to every device, including an indication of the gravity of the fault.

The messages for this part of the information  will be produced by the device specialists and will then reflect the peculiarities of the device.

With such a structure, the operator will at a glance concentrate his attention on what is really relevant and subsequently ask to obtain more details.

B) The history of the fault is recorded in the database, where the faults with their characteristics and a time stamp are recorded for an interval of time to be decided case by case.

In this way, the device specialist can at any moment consult the data base and check the recorded behaviour of  his device , to detect and prevent, for example, the degradation of  a situation.

This feature is particularly interesting for the so-called intermittent faults, i.e. faults that appear during a short time and disappear spontaneously, and that often announce more critical troubles.

This feature will constitute the essential part of the EFD (Early Fault Detection and Prediction) system.

2) Naming convention

An appropriate, efficient Fault Report System is based, amongst other features, on a rapid and unambiguous identification of the faulty equipment.

It is then essential to establish a clear naming convention : every Detector’s device must be identified by a unique name and , viceversa, at a given name must correspond a unique equipment.

For example, the basic naming convention for all the ATLAS systems is already contained in the Product Breakdown Structure ( PBS) Document ATC-OQ-QA-3031.

However, this document provides naming rules valid only for the first levels of the system complexity and should be extended in order to cover the great complexity and variety of the existing devices.

This extension should be done in close collaboration with the specialists of the concerned devices.

An example : the Photomultiplier N. 345 of the Barrel Tile Calorimeter , could be identified by the name ATL.LB.PM.0345.

In this sequence, only the two first groups of letters ( ATL.LB) are already contained in the PBS naming convention, the other characters are just  a proposition.  

3) First PART OF THE INFORMATION : general fault status 
Any fault, or any anomalous situation, occurring in an equipment belongs to one of four defined types:

-  WARNING (indicator  "WARNING")

-  LEVEL 1 FAULT (indicator  "L1.FAULT")                                      

-  LEVEL 2 FAULT (indicator  "L2.FAULT")

-  COMUNICATION ERROR  (indicator " ERRCOM")

This  definition of fault types is very general and does not depends on the specific equipment. Moreover, the four types provide a sufficient description of any kind of malfunctioning but their implementation is not necessary for all the devices : every equipment will select the number of types the most appropriate to its needs. At the extreme simplicity, a device could have a unique source of fault belonging to a unique type.

What is important for the uniformity is that, once selected the required types for a given equipment, the following definition be respected:

· the WARNING(or LEVEL 0 Alarm) indicates a minor fault neither having immediate consequences on the behaviour of the device nor on the data taking process. Nevertheless, it could indicate the start of some important degradation.

Action: inform the specialist during the working hours

· the LEVEL 1 ALARM indicates that a major fault occurred and prevents the normal behaviour of the device; the recovery from this fault  usually requires the intervention of the device’s specialist.

This kind of fault does not present the risk of aggravation or degeneration into a more catastrophic fault

and the data taking process is only marginally affected:  as a consequence, the intervention is not required as immediate and urgent.

Action: call the specialist during the working hours

· the  LEVEL  2  ALARM has the same definition as the previous one, but a risk of degradation into a more dangerous situation exists and/or the data taking process is deeply concerned: the action must then be urgent and immediate.

In certain cases, this kind of fault, after a certain time, can produce a Level 3 Alarm.

Action: call the specialist immediately

· the COMMUNICATION ERROR indicates that the device is no more connected to the control room : acquisitions are no more possible and the operator is totally blind with respect to the concerned device.

         In this condition any kind of fault could occur without any knowledge.

        A conservative approach of this situation requires that this fault must be considered as having the highest      

        priority demanding an immediate action by control specialist.

4)  Second PART OF THE INFORMATION : detailed fault status 

The four described types in the first part of the information, provide the operator with a rough, but useful, overview on  what is wrong with a device : they do not contain any details for a complete diagnostic. These last details are provided by the second part of the fault status report system.

Every equipment has , in general, several fault sources which could generate a fault and , as a consequence, a fault indication for the control rooms.

The number of these sources can greatly vary with the complexity of the equipment : a few sources for simple equipment ( at the limit , only one source for very simple equipment), up to some hundreds of fault sources for complex equipment.

In order to implement the proposed fault report system, the fault sources should be appropriately classified and labelled.

The following operations should be carried out for each equipment by the concerned specialists:

-     all the fault sources must be classified following their belonging to one of the types described in par. 3.

· for every fault type, the fault sources must be ordered and numbered in increasing order of gravity. For example, if the considered equipment has, in a given type of faults, N possible sources of faults, the number 1 must be assigned to the less dangerous fault in the type and the number N to the most dangerous.

-     at every fault source, a meaningful, clear and short fault message must be assigned.

      Cryptic messages of the type " fault n. 132 in SCHMILBLIK 39", should absolutely be avoided.

All this information must be introduced in the database.    

5) The fault report system

The occurrence of a fault in a given equipment produces an appropriate fault message which must be sent to the operators at the control rooms.

How this message is generated and sent, i.e. by the local computer in charge of the system to which the faulty equipment belongs, or by a polling activity of the DCS, or by combined actions, all these are questions that depend on the architecture of the future control system not dealt with in this paper.

The important thing for our proposition is that the message is generated and immediately (as quickly as  possible from the occurrence of the fault) sent to the control rooms.

The standard and uniform format of the fault message is the following:

SUBDET(DEVNAME), ERRTYPE, MESSAGE TEXT

- DEVNAME is the unique equipment name, as discussed in par.2

- ERRTYPE is one of the fault type indicators, as discussed in par. 3

    i.e. WARNING, L1.FAULT, L2.FAULT, COMERR

- MESSAGE TEXT provides information on the  fault

    (an HELP TEXT should at any moment clarify the previous definitions and give recommendations on what  

     to do)

In the case several faults of the same types occur at the same time for a given equipment, the computer system will select and display the most dangerous in the list (see 4), which then requires the most urgent action.

This is the reason why the faults must be organised in increasing order of gravity.

It is evident that a complete view of the various faults can be obtained, on request on the control display, e.g.  by depressing an appropriate "details" button.

As an example, we propose the following, possible fault message:

SUBDET(  ATL.LB.GI.04)     L2.FAULT                    "Overtemperature"

This means that a too high temperature has been measured in the Girder number 4 of the Tile Barrel calorimeter.

The indicator L2.FAULT indicates that the risk of degeneration exists: the specialist must be called urgently.

6) History of the faults
A fault history system is useful for, at least, three reasons:

i) it permits to follow in the time the behaviour of an equipment with the possibility to observe, where relevant, the degradation of a situation. This is particularly useful to prevent in certain cases the occurrence of major faults. Statistical studies on the reliability of the equipment are also possible.

ii) it permits a post mortem analysis in case of major faults : by analysing the history not only of the faulty equipment , but also of other, inter-related equipment, the specialist can better understand the dynamic and the causes of the fault.

iii) it will keep track also of the computer resetted and intermittent faults.

We recall that, by definition, a computer resettable fault, once successfully re-setted by the operator, will disappear from the displays and the specialist could never be aware of its existence. The same is true for the intermittent fault  (sometimes announcing major problems) that spontaneously disappear before any action could be done.

For these reasons, the faulty history system is especially intended for equipment specialists, but it should also  be accessible by any person concerned.

The implementation should be based on the data base where the fault information is stored accompanied by a time stamp.

The record for every equipment should have an appropriate disk space in order to store a sufficient number of messages, following the requirements of the equipment specialists.

It is up to the specialist to decide if the contents of the record should cover a certain period of time ( one day, one week or more..) or a certain number of messages ( 100, 1000 messages or more...).

Each stored message could contain, apart from the necessary information on the occurring fault, also other related information such as, for example acquisitions concerning other related equipment.    

An appropriate software should provide all those editing facilities usually available in data base systems, such as editing per equipment, per class of faults, in chronological order, etc....

The DCS should provide all this.

